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Harvard University

John F. Kennedy School of Government

79 John F. Kennedy Street, Cambridge MA 02138

Lewis M. Branscomb, Prof. Emeritus in
Public Policy and Corporate Management

Mr. Darin Boville

Project Manager, Advanced Technology Program
National Institute for Standards and Technology
Gaithersburg MD 20899

Dear Mr. Boville,

Enthusiasm and talent for innovation is a hallmark of the American economy, creating new
industries and services that continue its growth, creating quality jobs and new opportunities
with minimal environmental burdens. Our consumer culture accepts, even demands, novelty
and change. American capital markets and business culture encourage risks to be taken when
justified by the opportunities innovation may bring. These opportunities are made possible by
a publicly supported scientific enterprise and system of higher education unmatched in the
world. Nevertheless, the risks associated with science-based commercial innovations are real
and often hard to quantify and circumscribe. These risks contribute to business failures, but
more importantly to underinvestment in the early stages of research and to opportunities
foregone.

The Advanced Technology Program, which chartered this study, was established by Congress to
help the private sector minimize one significant source of risk in science-based innovation: the
transition from an attractive new concept, based on new science, to a workable technology that
enables product development and market entry. Such research typically lies beyond the scope
of basic scientific research, but short of the target for venture capital investment. The ATP has
clearly demonstrated its ability to help firms to bridge this "research gap," and thus enables a
higher rate of innovation in areas most likely to bring broad economic benefits to the nation.

The participants in our workshops confirmed the existence of impediments to taking risks that
can and should be lessened through both government and private action. Our study seeks to
inform the decisions of both government managers and private entrepreneurs by exploring the
way the technical dimensions of risk are viewed and managed by innovators, business
executives, and venture investors. We believe this study will deepen understanding of the risks
in science-based innovation and will enable programs like ATP to be further strengthened.

Sincerely,

o M. Brreseont.
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Preface

This report, and the work leading to it, were funded by the Advanced Technology Program of
the National Institute of Standards and Technology, in a contract activated on May 5, 1999,
to Harvard University’'s John F. Kennedy School of Government. Work under this contract
involved a collaboration of the Science, Technology and Public Policy Program of the John F.
Kennedy School of Government of Harvard University, the Entrepreneurship Center of the
Sloan School of Management of MIT, and faculty members of the Harvard Business School.

The Principal Investigator is Professor Emeritus Lewis M. Branscomb, assisted by BCSIA
Fellow Dr. Philip Auerswald; they bore primary responsibility for preparing the body of this
report. The MIT team leader was Kenneth Morse, director of the Sloan School
Entrepreneurship Center, in collaboration with Matthew Utterback. Dr. Michael Roberts
coordinated the Harvard Business School faculty participation and, with MIT colleagues,
made available to the project case studies of technical innovations.

The project was conceived by Darin Boville, NIST-ATP Project Director, who designed the
goals and strategy for the research and monitored the progress of the work in fulfillment of
requirements. During the course of the project, Boville provided valuable guidance, raising
insightful questions that prompted further study. He offered many valuable suggestions
(including editorial ones) about the structure of the project and the content of contributed
papers which contributed significantly to the quality of the work.

We are especially appreciative of the contributions of both scholars and practitioners from
the world of business and venture capital, many of whom are authors of papers reproduced
in this report, others of whom contributed importantly to the discussion in our workshops.
A list of participants follows.

Special thanks are due to supporting staff who supported many facets of the work: Andrew
Russell and Beth Mathisen at the Kennedy School (KSG) and Audrey Dobek at Sloan School.
Nora O'Neil (KSG) assisted with the financial and contractual arrangements. Albert George
(KSG), Barbara Mack (KSG), and Obinna Oyeagoro (Andersen Consulting) assisted with
workshops and contributed to our discussions, and Mack wrote the summary of the
September workshop. Throughout the process David Hsu (Sloan) provided many comments
and insights based on his independent work at MIT. Prof. Benjamin S. Bunney (Yale School
of Medicine). Finbarr Livesey (KSG) and Dr. Peter Levin (TechnoVenture Management)
provided helpful comments on an early draft of this report. A group of current and recent
KSG and MIT students formed a working group during the final months of the project,
carrying forward critical discussions of the issues and helping to organize the report. This
working group included George, Hsu, Oyeagoro, Livesey and Mack as well as Sinan Aral
(KSG), Brandon Mitchell (Sloan) and Robert Margolis (KSG). Our consulting editor for this
report was Teresa Lawson, who contributed much to the clarity and readability of this
document. As usual we are grateful for her high level of professionalism.

Lewis M. Branscomb
Philip E. Auerswald
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Overview

Killing the project minimizes risk but also eliminates reward.

—James McGroddy, former Chief Technical Officer of IBM

Motivation for the project

Decades of theoretical and empirical work on the process of innovation suggest that that
commercial firms have inadequate incentives to undertake some varieties of early-stage,
high-risk technology development projects that have potential to generate radically new
products and processes.1 In the late 1980s, the stimulus of Cold War military R&D was
fading. Low cost, high-quality Asian production was eroding U.S. high-tech markets. Policy
makers and corporate leaders alike became concerned that U.S. firms must not only improve
their productivity, but could best sustain economic growth through new product and
process innovation. > There was evidence that firms were systematically underinvesting in
leading-edge technologies and failing to commercialize the products of their own research
activities effectively.3 These concerns, buttressed by academic arguments pointing to a
potential market failure in the area of early-stage technological developments, motivated new
proposals for the role of government in the innovation system. A key initiative that came out
of this process was the creation of the Advanced Technology Program (ATP) through the
passage of the Omnibus Trade and Competitiveness Act of 1988.

The ATP and its mission

The Advanced Technology Program (ATP) stimulates economic growth through the
development of innovative technologies that, despite being high in technical risk, are
“enabling” in the sense of having the potential to provide significant, broad-based benefits.”
The program’s mission is to “assist United States businesses in creating and applying
generic technology and research results necessary to: (1) commercialize significant new
scientific discoveries and technologies rapidly; and (2) refine manufacturing technologies...

! Two seminal papers: Kenneth J. Arrow, “Economic welfare and the allocation of resources from invention,” in The
Rate and Direction of Inventive Activity: Economic and Social Factors (Princeton, N.J.: Princeton University Press,
1962); Richard R. Nelson, “The Simple Economics of Scientific Research,” Journal of Political Economy, Vol. 68
(1959), pp. 297-306.

% Increases in aggregate productivity are, of course, driven as much by incremental changes in products or
processes as they are by radical changes. Yet, while incremental technological change is clearly of vital importance
both to the survival of individual firms and to current macroeconomic growth, it is not an important area for public
investment; firms have every incentive to seek and implement relatively small changes to their products and
processes on their own. See e.g. Robert M. Solow, Learning from “Learning by Doing": Lessons for Economic Growth
(Stanford, CA: Stanford University Press, 1997); also Robert E. Lucas Jr., “Making a Miracle,” Econometrica, 61(2):
251-272, March 1993.

® See, e.g., Michael L. Dertouzos, Robert M. Solow and Richard K. Lester, Made In America: Regaining the Productive
Edge (Cambridge MA: MIT Press, 1989).

* Public officials characterize the selection criteria for research undertaken in ATP projects as “high risk.” The
notion of whether high risk is a positive attribute of radical, science-based innovations or rather should be seen as
a negative characteristic in project selection pervaded this project and is discussed further in the report. Venture
capitalists rarely see technical risk as a positive; some R&D managers use the term to imply a project with more
than the usual uncertainties as to outcomes, which may nevertheless be justified because it has higher than
normal prospects for “destabilizing” a market, that is, disrupting an old market and replacing it with a new one, a
position which can be protected through exclusive ownership of intellectual property.



MANAGING TECHNICAL RISK REPORT OF THE PROJECT TEAM

giving preference to technologies that have great economic potential.”5 Industry proposes
research projects to ATP in fair, rigorous competitions, in which projects are selected for
funding based on both their technical and their economic and business merit. Since its
inception in 1990, the ATP has successfully completed 40 competitions involving over 1067
project participants and resulting in 468 awards to single companies and joint ventures. The
ATP has awarded approximately $1,496 million, and industry has provided approximately

$1,499 million in matching funds.®

The decision to establish the ATP was based on two premises. The first is that, under certain
circumstances, firms may have incentives that are inadequate (from a social standpoint) to
fund development projects that involve a high degree of new technical content, and that
therefore have high outcome uncertainties. The second is that where the expected social
return is sufficiently high, it is in the national interest for the government to support the
development of such potentially neglected projects. Despite the decline in military research,
the U.S. government supports a very broad and deep program of research in non-
commercial institutions, including universities and national laboratories. There are serious
questions about the effectiveness with which the commercial world gains access to the fruits
of this work, providing yet another motivation for government to enhance the diffusion of

R 7
new science to new markets.

The bulk of analysis by academics on government support for technology development in
general, and ATP in particular, has focused on the issue of social returns, and in particular
the existence, measurability, and geographical localization of knowledge and market
“spillovers” resulting from the success of high-risk technological ventures.” Far less
attention has been paid to institutional, behavioral, and non-financial barriers to innovation
that may inhibit economic actors—entrepreneurs, venture capitalists, or corporations—
from undertaking projects with a high degree of inherent technical risk.

Goal of the project

What is known about the attitudes and behavior of those economic actors, faced with
opportunities that are at once daunting and attractive, to engage in science-based
innovations? The goal of this project, as articulated by Darin Boville in the Statement of
Work, is as follows:

The aim of this research is to...better understand: (1) the decision-making process
within firms, and within outside financing sources, as it relates to the funding of
early-stage, high-risk technology projects, and (2) how a deeper understanding of this
process can help the ATP to better identify those projects—not undertaken or
pursued less vigorously by industry—that are likely to offer both broad-based
technical benefits and commercial success. The questions to be explored include the
following:

°® The ATP statute originated in the Omnibus Trade and Competitiveness Act of 1988 (Public Law 100-418, 15
U.S.C. 278n), but was amended by the American Technology Preeminence Act of 1991 (Public Law 102-245). The
full text of the ATP statute is available at <http://www.atp.nist.gov/eao/ir-6099/statute.htm>.

® Information provided by Darin Boville, NIST-ATP, January 4, 2000.

” Lewis M. Branscomb and James Keller, eds., Investing in Innovation (Cambridge MA: MIT Press, 1998).

® See e.g. the seminal article by Edwin Mansfield et al., “Social and Private Rates of Return from Industrial
Innovations”, Quarterly Journal of Economics, 91(2): pp. 221-240, May 1977, and the survey by Zvi Griliches, “The
Search for R&D Spillovers,” Scandinavian Journal of Economics, 94: pp. S29-S47, 1992.

2
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e How do industrial managers make decisions on funding early-stage, high-risk
technology projects?®

o What external factors, especially those controlled or influenced by government,
can sufficiently reduce the risk factor of projects that appear otherwise to be
attractive commercial opportunities for the firm, so that firms will invest in them
and seek their commercialization?

o How can ATP better identify projects that would not be pursued or would be
pursued less vigorously without ATP support and at the same time are likely to
lead to commercial success—with broad public benefits—with that support?™

In the course of the work a number of other key questions arose, including:
e To what extent is purely technical risk separable from market risk?

e What role should the evaluation of market potential—even of an application area—play
in determining the value of an early-stage research project?

How the project was conducted

The joint Harvard-MIT Project on Managing Technical Risk was initiated in the spring of
1999 under the sponsorship of the ATP, represented by Darin Boville. At that time, Lewis
Branscomb of the Kennedy School of Government (the principal investigator for the project)
and Ken Morse, Managing Director of the MIT Entrepreneurship Center, invited a group of
experienced practitioners to join academic experts for two workshops on the management of
technical risk. At the first workshop, held at the Sloan School on June 22, 1999, the
practitioners shared their experiences with one another and with academic participants.
Two detailed cases of high-tech innovation, prepared by the MIT and HBS entrepreneurship
programs under the guidance of HBS Executive Director of Entrepreneurial Studies Michael
Roberts, were evaluated with the participation of the innovators and investors in those
cases. Summaries of the discussion were made available to all participants. The second
workshop was held on September 17, 1999. Academic participants and practitioners
presented commissioned papers. Subsequent to the workshop, the leadership team and our
consulting editor, Teresa Lawson, reviewed the papers. All authors were then given the
opportunity to revise their contributions to address issues raised during the review process.

The present report to NIST-ATP resulting from the workshops in June and September has
two main sections: (i) the report of the project team and (ii) the collection of contributed
papers. The report of the project team integrates comments from participants in the two
workshops, insights from the contributed papers, and references to related empirical and
theoretical literature. Both sections of the report are intended to complement, rather than
substitute for, surveys and statistical studies of a more demonstrably representative nature.
Our discussion is intended to be realistic and practical, bringing forward the best
understanding of the issues from academic studies and raising for government officials
issues relevant to policy formulation and program design.

° At the risk of further propagating confusion about the term “high-risk,” the term is used here not in the narrow
sense of “likelihood of technical failure” but instead to encompass a variety of reasons that would cause a firm not
to pursue an R&D project. (Footnote in the original quotation.)

% Statement of Work, attachment 1 to NIST/ATP solicitation 52SBNB8C1127, dated 10/14/98.
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Structure of the report and major issues addressed

We begin, in Chapter 1 of this report, by distinguishing risk from uncertainty—two words
often used ambiguously by academics and executives alike. Following Frank Knight,11 we
propose that risk is generically best understood as describing a known probability of an
undesirable outcome—failure—while uncertainty refers to lack of knowledge about
potential outcomes. The assessment of “risk” thus depends critically on the definition of
failure. Definitions of failure in turn may depend on institutional and professional
perspective. The magnitude of the risk of failure in a well-specified technical project depends
above all on the competence of the project team: what may be daunting to a firm entering an
area of technology for the first time might seem comfortably familiar to another firm with
core competence in the technology. We end this first chapter with a summary of an
economic view of technical risk-taking that owes much to F.M. Scherer (KSG), who (with
M.J. Peck) first presented a model of the relationship of technical risks to other sources of
business risk in 1962."

The second chapter of the report explores the relationship between technical and market
risks. These two sources of risk are coupled through product specifications set by market
expectations but constrained by technical performance. As technical learning proceeds,
marketable product function may change, requiring a readjustment of the business plan,
which in turn changes the product specifications. Where product (or process) specifications
are likely to change dynamically, allocation of the source of business risk to either technical
or market uncertainty is difficult. This fact may have important implications for public

policy.

The magnitude of technical risk that business managers and investors are prepared to
assume in a given project depends not just on their assessment of the competence of the
project team. It also depends on the managers’ and investors’ respective evaluations of
potential rewards if the project is successful. Most industrial innovations are incremental:
modest improvements in process technology may reduce costs and improve quality and
performance, while improvements in design and technology may alter the product to reach
new or broader markets. In such cases, both technical and market risks are usually
nominal. In contrast, radical product innovations—those that have the capability to
destabilize existing markets, create emergent markets not previously served, and generate
profits far above the norm—are often (though not always) built upon significant technical
breakthroughs.

A category of innovation of particular interest in the context of our report is the science-
based innovation in which both new technology and new markets are being addressed. The
empirical analysis of MIT's patent portfolio contributed to this volume by Scott Shane of the
University of Maryland suggests that such “radical” innovations are relatively more likely to
be commercialized via the mechanism of new firm creation. The contribution by David
Morgenthaler discusses methods employed by venture capitalists to assess technical and
other business risks within the context of potential reward, and circumstances under which
the venture mode of financing is most likely to be employed in support of new firm creation.
George Hartmann and Michael Myers illustrate how large corporations, such as Xerox,
address the problem of the commercialization of radical innovations.

** Frank Knight, Risk and Uncertainty (New York: Houghton Mifflin Co., 1921).
2 M.J. Peck and F.M. Scherer, The Weapons Acquisition Process: An Economic Analysis (Harvard Business School
Division of Research, 1962), p. 313.
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In chapter three we focus on innovations in the corporate environment. We ask the following
questions: How are the dynamically varying technical and market risks inherent in a given
project shared by the individuals directly responsible for the project's success, and in
particular, by the technologist driving the project and the business manager responsible for
evaluating its success? How do technologists and business managers communicate across
professional and technical language barriers? How do large firms differ from small and
medium-size firms in the manner in which responsibilities for managing technical and
market risks are delegated? What are the implications of these differences—if any—for the
respective roles played in the innovation systems by firms of different sizes? We examine
three environments:

e the large multinational firm with a strong tradition of scientific and engineering research
in its corporate laboratories;

e the mid-size firm that defines its business by its core competence in an area of
sophisticated technology; and

e the startup firm created to exploit a discovery or invention that might destabilize existing
markets by providing protectable, unique technology for addressing new and potentially
large markets.

When we look at the cultural, institutional, and informational barriers that prevent the
technical and financial communities from reaching a common understanding of both
technical and market risks, we find that the medium-size, technology-defined firm may have
special advantages because it can literally internalize this “communication” within a single
individual.”

In chapter four we address strategies for managing risk. An important fact in this context is
that financial returns from innovation are typically highly skewed: a few projects in any
given sample are huge winners, while the majority of projects fail financially or barely earn a
standard market rate of return. As studied by Scherer and experienced by most venture
capital (VC) firms, the presence of skewness implies that portfolio strategies may fail to
immunize an organization from the downsides of project risks. Each potential investment in
an early-stage, high-risk technological project must be assessed primarily on its own merits,
and not in terms of its place in an overall project portfolio. Indeed, the success of the leading
venture capital firms may be based less on the ability of those firms to pick winners and
more on their ability to create winners by their direct and constructive engagement in the
management of the firms in which they invest.

Optimal corporate strategies of larger firms will vary depending on the size of the firm and
on the sectoral characteristics of the industry. Examination of experiences at IBM, Xerox,
Witco, and Lord Corporation illustrate some of these strategies for firms no longer receiving
VC support. While mature firms often have the technical resources to deal with scientific
complexities, they may also lack motivation to undertake science-based innovations,
especially those that are aimed at creating new markets and new technology concurrently.

The fifth chapter, entitled “Overcoming Barriers to Innovation,” examines the idea of
government as venture investor, the role of universities in commercial innovation, and
several factors that may create artificial (but financially justifiable) distortions in sector or
geography for VC investment, which might suggest areas for compensatory actions by

** sSuch an ability to internalize the market-technology trade-offs requires, of course, that market and technical
knowledge be of sufficiently narrow scope that both can be mastered by a single executive.
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government. We conclude by acknowledging that our picture, both of entrepreneurship and
of public policy, is drawn mainly from the experience of the individuals who took part in this
study. Only the foresight of practitioners and an understanding of the dynamics of the U.S.
economic system by scholars will allow us to examine how circumstances may differ in the
future.

Since public policy must be designed to meet future realities, even as they seek to address
problems identified in the recent past, we end with a perspective by Mary Good, formerly
Undersecretary of Commerce for Technology, under whose authority the NIST programs fell.
Both this perspective and the stated views of the venture capitalists (see especially David
Morgenthaler) make clear the existence of a serious gap between the public resources
available for academic and national laboratory research and the ability of private venture
investors to finance research to reduce the new technical ideas to commercial form. This is
the “Valley of Death” in R&D about which Congressman Vernon Ehlers speaks so

eloquently.14 It will continue to be an important focus of public policy.

Following the essay are the papers contributed by participants, which, along with the record
of the discussions at the two workshops, provide most of the basis for the discussion in the
essay. Included as appendices to this report are the agendas from the two workshops and
brief biographies of the participants.

Lessons Learned

The ATP program addresses, and this study explores, the significant gap between the
creation of a commercially promising technical concept and the demonstration that the
required technology can meet the requirements of an attractive market opportunity.
Typically government funds research through the concept or “pre-commercial” phase but not
beyond, while VC firms invest only at a stage well after the concept phase is complete and
the technology has proved viable in a prototype production setting. What then are
appropriate sources of support for research projects that fall in the gap between technical
feasibility and marketability—that is, research that reduces the technology to practice? Our
workshops indicate that hindrances to private investment in early stage, science-based
innovations are as much institutional as economic.

Major changes are transforming the institutional structure of the high-tech industrial
economy. Large corporations are increasingly focusing on their role as system integrators,
low-cost producers, and distributors and marketers internationally, while outsourcing much
of their innovation to mid-size and smaller, technically specialized firms in their supply
chain. Where will those small-to-medium size firms get their insights into the art of the
possible from new science, if not from the large firms they serve? Is this another reason for
public programs like ATP? A study of the sources of new technical knowledge in those
smaller firms might shed light on the alternatives.

Universities represent a vital source of new technical ideas for firms of all sizes. The ferment
of industrial relationships pervades even the most elite academic institutions.” Are
universities prepared to undertake research to explore the technologies required to reduce
their inventions to commercial practice and prepare them for VC investment? In the two

** See e.g. Vernon J. Ehlers, Unlocking Our Future: Toward a New National Science Policy, A Report to Congress by
the House Committee on Science (Washington DC: GPO, 1998).
<http://www.access.gpo.gov/congress/house/science/cpl05-b/sciencel05b.pdf>.

'* See, for example, Lewis M. Branscomb, Fumio Kodama, and Richard Florida, eds. Industrializing Knowledge:
University-Industry Linkages in Japan and the United States (Cambridge MA: MIT Press, 1999).
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case studies reviewed in this project (Advanced Inhalation Research Inc. and Trexel Inc.) the
technology required to make original inventions into commercially marketable products was
developed in university settings (in these cases, MIT and Penn State) over the course of
several years. VC firms were willing to make major investments only after technical risk was
significantly reduced. If this is a useful pattern, should this area of “basic technological
research” receive more explicit attention from public agencies that support research? An
examination of the duration of university research from the time the first patent is filed on
the scientific discovery, to the time when a new firm is created or the technology is funded
by a firm that purchases a license, would provide further information to guide policy.

The ATP program measures its success by assessing not only technical success or failure in
its projects, but also the dissemination of the technical learning and other technical assets
(such as intellectual property) to the economy. The primary mechanism for such
dissemination is successful commercialization; however, ATP also makes an effort to track
the flow of technical knowledge (e.g. as evidenced by patent citations) from projects that are
technical successes but commercially failures.'® This is important, as valuable technical
knowledge may be created in projects that are not immediate business successes. Policy
objectives in the area of early stage, technology-based research would be clarified by a better
understanding of the relationship of the commercialization of a technology and the broad
dissemination of that technology.

A final question for the public policy maker concerns the widespread agreement among the
practitioners that technical risk and product performance are interdependent. ATP evaluates
the business case for the technical projects in which it participates. If the process of
reduction to practice of the technology entails changes in product performance, the firm can
report to its ATP partner the consequent changes in the market segment reached by the
project, and thus the business case. However, if such changes are incremental and frequent,
the required reporting might become an administrative burden on both the firm and the
agency. If useful technical knowledge can be disseminated independent of the particular
form of first market entry (or even as a result of a “constructive failure”) evaluation criteria
should allow flexibility on the specific form of initial economic success, recognizing that
markets change and that the results of the technology development itself will inform a
company’s market strategy.

I. Defining and Quantifying Technical Risk

Technical risk and uncertainty

Properly speaking, the ability to describe the “risk” of failure inherent in some technical
project implies some prior experience. It is not possible, for example, to talk meaningfully
about a given project having a “10% probability of success” in the absence of some
cumulated prior experience (e.g. a sample of similar projects of which nine in ten were
failures). To the extent that a technical team is attempting to overcome a challenge that is

truly novel, it may more properly be said to be facing uncertainty rather than risk."’

*® For additional information see the ATP publications webpage, <http://www.atp.nist.gov/atp/pubs.htm>.

Y This distinction is due to Frank Knight. In this classic volume Risk and Uncertainty, Knight writes (p. 20):
“Uncertainty must be taken in a sense radically distinct from the familiar notion of Risk, from which it has never
properly been separated... [A] measurable uncertainty, or ‘risk’ proper, as we shall use the term, is so far different
from an unmeasurable one that it is not in effect an uncertainty at all. We shall accordingly restrict the term
‘uncertainty’ to cases of the non-quantitative type.”
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The distinction is more than an academic one. Where probabilities of failure can be reliably
calculated, conditional on observable facts, risks can be easily managed. If technical projects
were mere spins of the roulette wheel, a few dozen trips to the table would suffice to yield a
payoff for any given ‘number’ chosen at random. ** Such is not, however, typically the case
with early-stage, high-risk technical projects.19

Uncertainty describes the absence of sufficient information to predict the outcome of a
project. Mark Myers (Senior Vice President, Xerox Research and Technology, Xerox Corp.)
observed that “uncertainty [provides the motivation] ... to create options.... Uncertainty and
risk are quite different. Risk offers great harm; uncertainty offers great opportunity. We see
ourselves refining that uncertainty so that the risks are essentially removed.” Where risk is
quantification of potential failure, uncertainty is the context for the opportunities that drive
innovation from the outset.

As pointed out by Larry Jarrett, Vice President of OrganoSilicones R&D of Witco
Corporation, the quantification of technical risk is as much of an art as it is a science:

The elements of technical risk are not easily characterized, since real technical risk
involves a forecast of how science will pan out when real people conduct
experimentation, interpret results, and apply them in real situations. The elements of
technical risk are chaotic, in that they are dependent on people and environment, as
well as the laws of science (some of which are known, and some of which are
unknown at any point in time). And elements of technical risk are not independent of
one another: actions to understand and mitigate risk are interrelated through the
laws of science, patterns of rational processes, and the personalities of people
involved. Risk can be characterized as a probability of success, but it is always a
probability given a set of premises, an expected environment, and a pattern of
response with a correlated expectation of success.

This said, numerous well-established methodologies exist for assessing technical risk.
Jarrett's paper describes two broad categories: anchored scales and probabilistic methods.
The contribution to the report by Hartmann and Myers describes in some details methods
used at Xerox Corp. to quantify technical risk.”” The consensus of the practitioners was that,
while none of the methods for assessing risk are very successful, the effort to understand
the sources of risk so that they can be dealt with systematically is very important to risk
management.

The difficulty of quantifying the uncertainties associated with early-stage technical projects
is only one of the conceptual difficulties with a statistically based definition of technical

¥ Knight (1921), op. cit., writes (p. 46): “While a single situation involving a known risk may be regarded as
‘uncertain’, this uncertainty is easily converted into effective certainty; for in a considerable number of cases the
results become predictable in accordance with the laws of chance, and the error in such prediction approaches
zero as the number of cases is increased.”

** One reader—a leading scientist in the field of neuro-psychopharmacology—observes that different stages of the
process of drug development through ‘rational’ design methods exhibit different magnitudes of risk as opposed to
uncertainty. In the initial stages research occurs in the context of complex models constructed from fundamental
molecular biological and biochemical principles. In the context of such models, researchers are able to arrive at
informed conjectures regarding the relative “riskiness” of different research paths. In contrast, once development
proceeds to the stage of clinical trials, no such model exists for reliably predicting the overall effects of introducing
a given molecule into human subjects. This intrinsic uncertainty, as much as the daunting financial burden posed
by the conduct of clinical trials, creates a significant barrier to entry particular to the pharmaceutical industry.

% See also George C. Hartmann and Ardras |. Lakatos, "Assessing Technology Risk: A Case Study," Research-
Technology Management (March-April 1998), pp. 32-38.
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“risk.” A second difficulty is that technical projects tend to have binary outcomes: they are
either terminated when they encounter severe obstacles or are supported all the way to
market introduction (perhaps with modifications in both technology and market objective).
As observed by IBM's former Director of Research, James McGroddy, at our June 1999,
workshop:

[Risk] is a statistical term, and therefore, | think, very inapplicable to single
projects.... When you go to jump across the chasm, you either make it or you don't.
It's not a continuous thing. And | think what risk management is about is identifying
the points at which you can fall in the chasm, focusing your energy and focusing the
rate at which you invest, consistent with the view that you've got to jump across this
Grand Canyon on your motorcycle.

McGroddy observed that risk is the price of doing something that appears to be worthwhile.
Risk is not desirable in itself, nor is risk necessarily something to be minimized. An
important attribute of risk-taking is that it is deliberately undertaken because the rewards,
multiplied by the (presumably known or estimable) probability of achieving those rewards,
exceed the cost of taking the risk. After all, as McGroddy noted, killing the project minimizes
risk but it also eliminates reward.

Risk of what? Defining failure and success

If technical risk describes the likelihood of failure in a technical project, we must ask: what
constitutes both failure and success? Clearly, both failure and success are defined in terms
of objectives. These objectives may be institutional, personal, or defined at the level of the
project. Multiple objectives in a technical project directly imply multiple categories of failure
and success.

INSTITUTIONAL OBJECTIVES

Consider first institutional objectives. A venture capitalist, for example, may define success
of a technical project exclusively in terms of the expected return on invested capital,
regardless of whether the firm abandons one particular set of specifications for another, or
even changes the market objective altogether. Success to the VC will thus depend
absolutely on the commercial viability of the technology in question. In contrast, a
government technology project may, for example, emphasize specific national security needs,
environmental objectives, and/or broad benefits to the economy (a.k.a. “knowledge
spillovers”) that may ensue from overcoming a particular technological challenge. In the last
case—that of projects emphasizing spillover effects—the transfer of technical knowledge
and generation of positive market dislocations (Schumpeterian “creative destruction”) may
occur through commercialization. However, knowledge spillovers may also occur through
transfer of intellectual property created as result of the project (e.g. patent citations) or from
the knowledge embodied in project researchers as they move forward to new research
environments. At the June workshop, Dean Howard Frank (University of Maryland, Robert
H. Smith School of Business, described the methods he used as a DARPA program director:
“The level of specification of different technical projects...[was]...very loose, so that you could
define success in many ways. You will never find an unsuccessful DARPA project.” In this
way he suggested that technical projects with sufficiently ambitious goals almost always
produce useful technical knowledge and experience. The same cannot be said of investments
measured by returns from sales in competitive markets.

The university, in turn, is defined by its own unique mission and objectives. Foremost
among these are education and the advancement of knowledge—potential objectives for
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firms and government as well, to be sure, but ones that are at best secondary in those
settings. During the June workshop, Prof. Robert Langer of MIT, out of whose laboratory
more than 25 companies have been created, warned of evaluating university research
laboratories by metrics similar to those used to evaluate commercial firms. Taking into
account his primary responsibilities to his students and to the advancement of science,
Langer stated of research projects conducted in his laboratory: “I have trouble identifying
many failures by my standards as an MIT professor.”

PERSONAL OBJECTIVES

The extent to which any institution—be it a corporation, a venture capital firm, or a
university—is able to achieve its mission is dependent in large part on the harmonization of
the objectives of the institution as a whole and those of individuals comprising the
institution. In his chapter contributed to this volume, Josh Lerner discusses the importance
of harmonizing personal and institutional objectives in the context of new firm formation
and funding. If a new firm raises equity from outside investors, managers have an incentive
to engage in wasteful expenditures because they do not bear their full cost; if instead the
firm raises debt, managers have an incentive to decrease levels of risk. Furthermore, even if
such problems can be mitigated so that the managers are fully motivated to maximize
shareholder value (i.e. the objectives of investors and managers are fully harmonized),
informational asymmetries may complicate efforts to raise capital. The fact that potential
investors know less about the inner working of the firms they fund than the managers who
run the firms can lead to problems for both groups. For example, managers will have an
incentive to only offer new shares in the firm if the stock is overvalued; concerns over
informational asymmetries may lead investors to offer funding under less than favorable
conditions. Lerner views venture capitalists as financial intermediaries who are specialized
in mitigating such generic problems arising out of imperfectly harmonized objectives of
entrepreneur/managers and potential investor, and thereby minimizing financing
constraints that exist on the funding of new firms.

A related, but distinct set of competing personal objectives defines the relationship of
technology project managers (be they executives in a corporations or CEOs of start-up firms)
and the technologists directly responsible for the work of the project team. The information
asymmetry is nowhere greater than between the technical expert who champions the project
and the financially responsible manager who must commit resources with an inadequate
personal mastery of the technical challenges and means for their solution. Thus the nature
of the communication, and most importantly the degree of trust between these two parties is
probably the most critical element in the management of technical uncertainties.”* Both
parties must accept the reality of the uncertainties than can lead to failure. For the
innovator they derive from the unpredictability of nature and uncertainty about how long
the confidence of the investor can be sustained. For the investor or business executive the
uncertainty about whether the innovator will be successful must be based on prior
performance and trust.

In this situation both parties must face the possibility of failure. But it matters very much
how that failure occurs. The technologist has at least two ways to fail. If nature proves
unyielding, despite a well-organized and managed technical effort and good communications
with investors, failure is honorable; if the team is ill-prepared, the effort poorly staffed,

# Later in this report we observe that for this reason the middle-sized, technology specialized firm may have
intrinsic advantages from this point of view. The individuals who produce the innovative ideas and reduce them to
practice may also have profit and loss responsibility in the firm, dramatically reducing the information and trust
asymmetries.
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knowledge of the state of the art or of the competition is inadequate and management feels
deceived, then failure is dishonorable. Honorable failure will not markedly reduce the
technologists’ chance of being asked to direct future high-risk research efforts, whereas
dishonorable failure has potential to be career ending. Similar distinctions between
honorable and dishonorable failure exist for both technology managers and entrepreneurs.
For technologist and managers alike, long run personal success will depend far more on
cumulative reputation for effectiveness than on the outcome of any single project.

University professors may define their own success or failure in terms of any subset of an
exceptionally large and varied set of professional objectives, including (but not limited to)
pedagogy, research productivity, administrative effectiveness, aptitude for clinical work,
ability to raise funds for research, and public service. Even in the absence of explicitly
commercial incentives within the academic setting, there is an inherently entrepreneurial
aspect to the U.S. academic culture. “It is amazing how much being a professor is like
running a small business,” remarks one faculty member quoted by Henry Etzkowitz in his
article contributed to a recently published volume on university-industry relations. “The
system forces you to be very entrepreneurial because everything is driven by financing your
group.” Another faculty entrepreneur observes: “What is the difference between financing a
research group on campus and financing a research group off campus? You have a lot more
options off campus, but if you go the federal proposal route, it is really very similar.”” This
inherent correspondence of academic and entrepreneurial cultures has become significantly
reinforced in the past twenty years by both the passage of the Bayh-Dole act and the
dramatic growth of the biotechnology industry, largely as the outcome of successful efforts
to create new firms out of university research efforts. Incentive structures in university
research laboratories have by both design and necessity become increasingly similar to
those found in either corporate research laboratories or start-up firms. A current and
ongoing concern for university administrators and policy makers alike is ensuring that
universities as institutions, and university professors and researchers as individuals, receive
their fair share of the direct monetary rewards from their innovative efforts while preserving
the particular objectives which distinguish and define the university.

THE PROJECT

Informed by the above discussion of the many parallel objectives, both personal and
institutional, by which success and/or failure may be defined, we can now turn our
attention to the objectives of the technical project itself. Long before the market delivers its
judgement on the value of a new technology, it must pass through a number of stages of
development.

Any temporal partition of the innovation process is bound to be arbitrary and imperfect. A
distinction that has the benefit of being often employed by practitioners (particularly in the
life sciences) is that between “proof of principle” and “reduction to practice”:

e Proof of principle means that a project team has demonstrated its ability, within a
research setting, to meet a well-defined technological challenge. It involves the

successful application of basic scientific principles to the solution of a specific problem.23

22

Henry Etzkowitz, “Bridging the Gap: The Evolution of Industry-University Links in the United States”, in
Branscomb, Kodama, and Florida, eds. (1999), op. cit., p. 218.

% In the life sciences, the term “proof of principle” is achieved “when a compound has shown the desired activity in
vitro that supports a hypothesis or concept for use of compounds” (definition from Karo Bio AB <www.karobio.se>,
a drug discovery company). Prof. Ron Burbank of the Stanford Computer Science Department at Stanford (<www-
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e Reduction to practice means that a working model of a product has been developed in the
context of well-defined and unchanging specifications. Product design and production
processes can be defined that have sufficient “windows” for variability as to constitute a
reliable product made through a high yield, stable process. In simple English, the
technical risk has been sufficiently reduced when the innovator-entrepreneur can say to
his managers and investors, “Yes, | can do that, and do it at a cost and on a schedule in
which we can all have confidence.””*

Failure at either of these stages may involve an unexpected technical problem that available
skills and knowledge cannot solve. Alternatively, as in the example of superconducting
Josephson technology as a possible replacement for silicon transistors cited by McGroddy,
the technology may be said to fail, despite successful proof of principle and reduction to
practice, because the pace of progress in the competing and better-established technology is
seriously underestimated.

While there is value to clearly defining project success and failure as a prerequisite to
evaluating incumbent risks, some technical managers in private firms may choose to leave
the question of success or failure in suspension for a considerable period of time. David
Lewis of Lord Corporation describes the strategy of burying a technology failure in “a shallow
grave.” A manager may stop the flow of funds to a project whose progress is blocked by an
unresolvable technical difficulty, but retain both the technical knowledge and the awareness
of market potential, pending a new idea that would justify resurrecting the project. Lewis
further observed that the ability to quantify risk is dependent on how far the project is from
the market: “The more that is known and understood about the total [market] area, the
higher the probability of correctly assessing and dealing with the specific issue of technical
risk. This is especially true during the market requirements phase.”

At the June workshop, Larry Jarrett further observed that since failure is an outcome of the
uncertainties associated with risk taking, failure is to be expected in an innovative
organization. Furthermore, a persistent team can often turn a technical “failure” (in terms of
original objectives) into an ex post market success. (This phenomenon is facetiously
described in one company, as “If you can't fix it, feature it.”) Jarrett and others noted that
there exist many cases in which the final success is not the use originally intended. Value in
failure, for established firms, may be found in residual technology values that are later used
in as-yet-unforeseen markets, or the market and business learning from a failed project may
contribute to success on the next venture. However, as Steve Kent of GTE-BBN Corp.
observed, the extent to which failures are “useful” in this sense depends on firm size.
Startup companies whose big projects fail are likely to just go out of business, in which case
technology and business learning is preserved and transferred only by former employees
who go to work elsewhere; big companies may be able to place failures into the portfolio for
the future.

db.stanford.edu/%7Eburback/>) describes the proof of principle phase in software development as follows:
“[Tleams work simultaneously on all phases of the problem. The analysis team generates requirements. The design
team discusses requirements and feeds back complexity issues to the requirement team and feeds critical
implementation tasks to the implementation team. The testing team prepares and develops the testing environment
based on the requirements... One of the goals of this stage is for the teams to convince themselves that a solution
can be accomplished.”

* In the software setting, Burbank (op. cit.) terms this the “prototype” stage, which he describes as follows: “The
requirements and the requirement document are frozen and placed under change-order control. Changes in
requirements are still allowed but should be very rare... One of the goals of this stage is for the team to convince
non-team members that the solution can be accomplished.”

12
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Competence

Technical risk is not inherent in the technical processes being explored. As David Lewis
noted “Managing and understanding the risk is really relative to how much you know.... The
more familiar you are with the market requirements, etc.—even though the technology may
be very difficult—your ability to put a risk factor on it, deal with it, and make the early

decisions before you're well down the road, is much better.””*

In his paper contributed to this report, Scott Shane presents a related finding: the most
technically radical innovations are most successfully commercialized through the creation of
new firms. An inference from this finding is that a given undertaking that might have been
judged unacceptably risky by established firms may be acceptably risky for a new firm that
has deliberately assembled more of the needed competencies.

One may also include within the concept of “competence” the information that is available to
participants, much of which will have been garnered through prior experience. Until
recently, theoreticians modeling entrepreneurship have assumed that all potential
entrepreneurs would discover the same ‘optimal’ opportunities in response to a given
technological change.26 Shane's recent work (based on in-depth field work on entrepreneurs
who exploit a certain MIT invention) shows that entrepreneurs do not discover the same
opportunities in response to a given technological change, but rather tend to discover
opportunities that are related to the information that they already possess.27 Different
entrepreneurs see different opportunities in a given new technology.

Modeling risks in new product innovation

If risk is hard to quantify, can the stages in the innovation process at least be modeled in
such a way as to illustrate the different ways in which risk arises in a high-tech

. . 28
innovation?

In his paper contributed to this report, David Lewis describes the way in which technical
risk is manifest across three stages in the product development process: (i) basic
invention/concept; (ii) achievement of market requirements; and (iii) robust
commercialization. The first of these stages describes the type of work undertaken in a
corporate or (increasingly) university research laboratory. This stage ends with a laboratory

* At the same time, one leading scientist observes that the very fact of experience may bias successful research
teams away from paths of inquiry that oppose conventional wisdom—even when such paths offer the prospect of
major research breakthroughs.

% See, for example: D. Evans and B. Jovanovic (1989). “An estimated model of entrepreneurial choice under
liquidity constraints.” Journal of Political Economy, 97(4): 808-827; R. Khilsstrom and J. Laffont, (1979). “A general
equilibrium entrepreneurial theory of firm formation based on risk aversion.” Journal of Political Economy, 87(4):
719-784. References drawn from Scott Shane (2000). “Prior Knowledge and the Discovery of Entrepreneurial
Opportunities”, Organization Science, forthcoming.

# Scott Shane (2000) op. cit.

* There is a large literature on innovation models. A somewhat neglected literature has the virtue of recognizing
the dynamic nature of science-based innovations, which change the environments within which they are launched
and thus alter the nature of the risks encountered. This model, from an unpublished paper by Henry Ergas,
comprises four stages: generation (all the R&D up to first entry to production), application (initial
commercialization), verticalization (changes induced in the behavior or technology of suppliers, customers and end
users), and diffusion (regulatory, environmental, even cultural changes brought about by the innovation). All four
stages must run their course before the magnitude of returns and future prospects for growth can be ascertained.
Small wonder that technical risk alone cannot predict the observed magnitude of skew in investment returns from
such innovations. [Ergas's model is described in] Lewis M. Branscomb and Young Hwan Choi, Korea at the Turning
Point (Greenwich CT: Praeger Press, 1996) p. 202.
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demonstration of phenomena that, if commercialized, might offer attractive business
opportunities. The second stage begins when a firm takes up the concept and begins to
reduce it to practice—that is, to demonstrate the designs and processes necessary to
achieve the assumed requirements of the market that make up the business case. The third
phase, which Lewis characterizes as robust commercialization, encompasses the firm’s
response to a well-understood market opportunity with a full product line at competitive
costs and quality. Note that these three stages are not intended to imply a linear model of
innovation. Research activity in the first stage, for example, may be triggered by a “stage
three” market discontinuity that signals potential opportunity. Reduction to practice (stage
two) requires the satisfaction of technical specifications, regardless of how those
specifications arose.

Lewis’s model is consistent with the model advanced by Scherer and Peck in 1962 and
summarized in Scherer’s most recent book.> Scherer observes to begin with that “in an R&D
project, uncertainties decline as spending accelerates”. Figure 1 illustrates the relative rate
of decline of uncertainty. The product will pass through a technical feasibility phase, a
development phase, an introduction phase and a market acceptance phase; uncertainties
concerning technical feasibility are resolved much earlier than those concerning cost and
market acceptance. As risk falls, moving down on the axis, the firm accelerates spending; if
the technical feasibility phase raises unexpected difficulties, the firm may choose not to
accelerate spending.

In the event of technical difficulties that could not be foreseen, a project can be stopped at a
time when only a fraction of the planned expense has been committed. This fact reduces the
barrier that technical dimensions of risk otherwise pose.30 The largest elements of business
risk are referred to collectively as market risks: uncertainties attributable to competitors and
consumer responses and by all the other factors that together determine business outcomes.
Scherer hypothesizes that:

The cheapest thing and the most important thing to do first is to demonstrate that
the technology actually works in an environment that looks something like the
manufacturing environment. Until you've done that it's pretty hard to demonstrate
that the product function is what the conceiver of this program had in mind, and
certainly to get some quantitative information about likely unit cost of production...
even though the market risk is the surely the biggest... risk that one faces.

The Xerox innovation model is described by George Hartmann and Mark Myers., The
invention phase (what Lewis refers to as the basic invention/concept stage) is seen as
located in Corporate Research. The next stage, that of technology development, includes the

* scherer (1999), op. cit. Again, the Scherer-Peck diagram originates from a study of weapons research. Note that,
in weapons research, the technical feasibility phase will have a longer lead-in time (hence longer curve), and
although such technology does not necessarily attain “market acceptance” in the traditional sense of the term,
quantities ordered vary widely, depending upon the weapon'’s effectiveness in meeting emerging mission needs, and
weapons developed for one mission often turn out to have other unanticipated uses. (Note that product
specifications in military programs are normally quite rigid, while commercial specifications may evolve constantly,
as more is learned about the technology and about the market.) At the September 1999 meeting, Scherer identified
in this context the example of the F105 fighter plane, originally intended for nuclear weapons delivery, which
ultimately was used extensively in Vietnam because its design allowed for a relatively low-tech gun to be mounted
on the fuselage.

* There may be a dilemma posed by this observation for public policy. A government research contract, bearing
part of a firm’'s cost but imposing an obligation for a best faith effort to solve the technical problems, might serve
both to reduce the technical uncertainties facing a project and also make halting the investment more difficult
when trouble is encountered.
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transfer of the invention to the product organization, and the selection of the technology
required for the project and for product design. The following five stages, seen as post
technology development, demonstrate, produce, launch and maintain the product. Like
others in the workshop, Hartmann observes that “the process of refining the technology
capabilities and customer requirements, which eventually evolve into a specification, is
iterative ... and has a virtuous learning nature to it. A powerful technique for evolving and
refining the specification is Quality Function Deployment (QFD), whose formalism
emphasizes the intimate linkage between the technology characteristics and market
requirements.”

Il. Technical Specifications and Markets

Is it really possible to separate technical risk from market risk? In a radical technical
innovation, can one expect to define product and process specifications, then engage in
research that is sufficient to reduce technical uncertainties to an acceptable level? The
judgment of most of the practitioners was like that of Larry Jarrett: “Risk is defined ... with
respect to a specification, and you don’'t know what the specification is—or what it should
have been—when you begin.”

Specifications are the link between technical challenges and the market. Specifications may
be unstable for several reasons. In the most extreme situation, new information about the
requirements of the customer may change, or may become revealed, during the execution of
the product program. If the available technology cannot adapt to this change, the project
may die (or be placed in what Lewis calls “a shallow grave”) awaiting someone in the firm to
make a discovery or invention that addresses the new requirement.

David Lewis described one case in which this happened:

This is an example of a direct articulated need by a customer, in the general area of
adhesives for auto assembly where Lord is currently a supplier. Specifically it was for
an application that was both new to us and in some respects a major extension for
our customer. What appeared to be a good technical invention was in place and we
moved well down the path of specific product commercialization. Market
requirements, however, soon became a major difficulty: the requirements were
initially detailed by the customer but changed with time and understanding. Further
final application testing was available only at the customer’s location, and special
tests were added during the protocol. We were thus vulnerable to surprises that
came out of the customer's work, as testing went on and as the customer's
understanding of requirements, and ours, evolved. Well into the project, a new test
was put in place that our product could not pass. In previous instances, we had been
able to modify our base technical approach to achieve success, but the new
requirement was such that our base invention technology was now unsuitable for the
application. It was a surprise to us, a curve ball that completely changed our original
assessment of technical risk, because the market requirements were now different. It
essentially put us back to square one, searching for a new technical innovation that
could meet the new requirements. This is an example of a case where technical risk
was considered and understood at project inception, but where technical risk
changed drastically with changing understanding of market requirements.

More commonly, the specifications change when the performance of the technology is

different from what was assumed at the beginning of the projects. Those differences require
an adjustment in the specifications, which in turn requires that market estimates be
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adjusted, which in turn may suggest a further adjustment in product specifications. Mark
Myers remarked that: “specifications are really where [markets and technology] interact,
because ... you cannot make technologies fit to a market until you're really able to specify
what the market requires. A major failure in programs is the interaction of technology
maturation and change of specifications.” Specifications in turn may change for a number of
reasons, of which two dominate: (1) because competition causes a discontinuous change in
the marketplace, and (2) because of ‘spec. creep'—incremental revisions of project goals by

the technical team in response to reinterpretations of market needs.*

Scherer observed that when you know what the technological possibilities are and
understand what the consumer wants, you can go into the development process and write
specifications with some degree of confidence. If that is not possible, you keep the spending
low and explore the interaction between the technological possibilities and the needs
expressed in the marketplace. Of course, by holding down spending, you may fall victim to a
faster, more expensive competing project. If a competitor beats you in a small market, it's
OK, but you don't want to lose in a big market. In that case, you will try to find an
alternative strategy (e.g. parallel paths). Thus Scherer's model (Figure 1) is not a profile
through time of work to meet the four goals—technical reduction to practice, verification
that product function will meet specifications, determination of probable unit costs of
production, and all other market and business risks. Instead, it is a representation of the
allocation of R&D resources to the four goals, seen in hindsight; the actual work skips back
and forth among the four tasks.

Interaction of technologists and executives or investors

Just as each of the actors—technologists, business executives, and investors—has different
objectives®, so do they have different perceptions of technical risk. Furthermore, these
different actors may have different ways—even different language—for communicating
about risk. When the technologist has little or no control over the capital required for a
project, and the business executive or venture capital investor has little understanding of
the details of the technology, their attempts to share their understanding of the business
risks (both technical and financial) may be quite imperfect. Yet share they must, if the
project is to proceed.

This is not a serious problem in the dominant case of incremental changes in the technology
or in the target market. Prior experience will serve as a surrogate for understanding. But
when a radical change in technology is proposed, especially if it is intended to create as well
as address a new market, the way the innovators and investors share information becomes a
critical factor to their success.

At the June 1999 workshop, Richard Rosenbloom observed that technical risk can only be
defined in terms of specifications, which are defined by the marketplace and the business
model employed to extract value. “One conjecture would be that one of the problems
companies have in managing technical risk is that they leave it in the hands of the technical
staff.” But do they have a choice if the managers are not technically trained? Or if the
innovation is sufficiently radical that the market it anticipates does not yet exist?

The technologist then has a special problem. The consequences of technical failure (and
probably business failure too) rest on his or her shoulders. While failure to predict markets

*" Observation due to Finbarr Livesey.
*2 See above discussion of definitions of success and failure (p. 10).
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or competition can be shared by the technologist and the business executive, only the
technologist can address the reduction of technical risk.

Steve Kent of BBN/GTE observed that twenty years ago, technologists were in charge but
they did not understand markets. Now business people are in charge, but they do not
understand the details of the technologies. The charts and the spreadsheets have to look
convincing. Executives within the corporation act as the venture capitalists selecting
projects and expecting high returns. GTE is a multi-billion dollar company, so its executives,
Kent suggests, are not interested in proposals that do not promise at least the possibility of
yielding something like a half billion dollars in additional revenue. To get any of the
(abundant) money for R&D you have to promise a lot of money.

If technical characteristics and market requirements have to be considered jointly, how
should a firm organize itself to make these tradeoffs effectively? Jarrett suggested that it
may be preferable to work with the marketing people so that they can perform this function:
that is, train the marketing people to understand the technology, and try to get to the real
market. David Lewis noted that at his firm, Lord Corporation, market managers are key
people involved in definition of market specifications. When a small or medium-size company
is participating in an integrated supply chain to a large firm, this sharing of market and
technical understanding must also bridge the firms in the supply chain, making it even
more difficult to achieve.

Radical (critical/emergent/disruptive) technologies

As evidenced by Figure 3 the fact that a technology may be based on new science and be
quite untested does not necessarily mean that the innovations envisaged are radical or that
markets will be significantly disturbed by their introductions. New science flows into
production processes to increase productivity or quality with little change in product utility.
Similarly a clever market innovation, such as the application of the tools of one industry to
destabilize markets in another, may well have a radical and disruptive market effect. The
special case we explore here is represented by the diagonal path in Figure 3, in which there
are concurrent technical and market innovations.

Every high-tech manufacturer wants to destabilize his competitors’ markets by the
introduction of a protectable innovation that creates its own market and displaces the
established way of doing things. In such a situation all the risks are compounded: technical
novelty, ambiguous specifications, an untried business model and, as in the case of the
start-ups that Shane found are the best institutional model for such innovations, sometimes
untried management. Technological support from an outside source can be very helpful in
reducing the investor’s concerns about risk, but it will not, according to many of the
workshop participants, reduce the largest sources of risk substantially.

At the workshops and in their contributed paper, Mark Myers and George Hartmann
(Principal, Strategy and Innovation Group, Xerox Corp. Research and Technology) described
some of Xerox’s experiences with radical technologies—the upper right hand quadrant in
their technical-market risk typology.

o The Xerox 8010 information system and 6085 professional workstation with ViewPoint
icons and windowing software: In 1981, the Xerox 8010 information system and 6085
workstation represented brand-new technology in an untried market. Competitive risk
was low due to first-mover advantages, but intellectual property protection was weak.
The market was not prepared to use the product, and no complementary industry
existed. Customers had limited choices; nevertheless they could choose from three
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versions: network, remote, and stand-alone. The business plan was not clear. Xerox had
the world’'s best computer scientists on the project, so the technical competency was
high. But customer requirements were not well known, and product specifications were
risky. Although several document-processing applications were offered, in hindsight, the
“Killer application” turned out to be the Lotus 1-2-3 spreadsheet that went out with the
IBM personal computer. Xerox itself became a major user of the 6085, with tens of
thousands of units installed throughout the company, but the product had limited
commercial success, and it was later abandoned.

e Hewlett Packard thermal inkjet printing: Initially, HP launched this new technology into
an existing market of pen plotters and dot-matrix printing: a technology displacement
without high market risk. This fits in the “discontinuity” quadrant in Figure 3. After
perfecting and refining the technology, HP moved into new markets of desktop printing
and, more recently, into home photo-printing (examples of the leveraged base quadrant).

e The Xerox Liveboard provides another example of the radical quadrant, with a new
technology in a new market. Liveboard was a computationally active whiteboard with
remote communications capabilities using Unix. This was launched into a new market
before working out a sound business model, in the belief that a market “had to be out
there.” The product price was high, and opportunities to develop manufacturing
economies of scale were limited. Eventually Microsoft Windows was substituted for Unix
because customers wanted compatibility with existing systems, which took away some
proprietary technology opportunities. Following a short exploratory market probe, the
product was withdrawn.

Markets, competitors and the pace of development

At the September workshop, Marco lansiti of Harvard Business School observed that the
paper by Hartmann and Myers underscores the point that the ability to clearly define a
technical challenge depends on understanding of the form the technology will take when it
reaches the market. Thus, while technical and market risks may be separable in a stable
market, they will not be so in the sort of rapidly evolving market that accompanies the
introduction of a radical technology. One factor determining levels of risk is a greater time
between the introduction of the technology and the market acceptance of that technology.
The faster technological development proceeds, the more difficult the task of separating
technical from market risk.

At the September workshop, George Hartmann displayed the “Takanaka diagram,” which
originated in Fuji Xerox; it assists in framing the evolution of the development process by
plotting the technologist's projections of the planned improvement of a performance or
quality attribute against time. In this way, two kinds of risk—schedule and feasibility—are
addressed. This plan may also be contrasted with improvements expected in the state-of-
the-art of the same performance or quality attributes, enabled by technology advances of
competitors across the industry. The research team on a given product has to be certain
that it is aiming above that state-of-the art trend; this is known as “competitive technology
trend analysis.” In a fast-moving areas of new technology, innovators chase a moving target.
Speed is of the essence, which requires the concurrent management of technical, product
function and market risks.

With respect to the pace of development, Hartmann and Branscomb also contrasted to
prototypical U.S. model to the Japanese model: the US tends to look at the top of the line
machine at a big price and ties to capture the smaller applications and consumer markets
later whereas the Japanese tend to aim at lower market segments, with a lesser regard for
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top quality and move to the high end with the most viable products: instead of a cost-
learning curve they have a performance leaning curve: is essence the Japanese would rather
be at the bottom of the market at 1/10th the cost.

Kenneth Morse, director of MIT's Entrepreneurship Center, noted that taking a portfolio
approach to R&D may have the undesirable effect of making top management relax. He cited
as an example Wave Division Multiplex technology, which was developing slowly at AT&T.
Venture capitalists and MIT observed this pace of development and concluded that “Lucent
is asleep.” They decided to move quickly. Three competitor companies on Route 128 pushed
AT&T into moving faster and succeeding. Competitive challenge can be a great stimulus to
technical progress.

Decisions regarding the pace of development may be based as much on financial
considerations as on technical and market assessments; in this context as in others we
expect firms to adjust plans when the perceived rewards are greater than the costs. In the
following two sections we review some of the fundamentals of financial risk, and then
discuss some of the generic strategies that may employed by a firm to manage financial risks
and reward.

The financial fundamentals of risk and reward>®

In the case of a public security, the concept of risk—and the way in which risk influences
desired returns—is clear. The required return on the stock is a function of the company’s
“beta’—the ratio of its volatility relative to the volatility of the stock market overall. This
beta is, in turn, a function of the volatility of the firm’s basic business, as well as the level of
debt in the firm’'s capital structure (higher debt raises the volatility of the cash flows
available to the equity holders).

In the case of an investment in a private firm, the beta cannot be derived from actual data.
Thus, “risk” must be estimated by the investor. We would expect these estimates to vary
according to the perceptions of the individual making them. Indeed, all other things being
equal, we would expect that the individual who perceives the least amount of risk would be
most likely to make the investment (or, willing to pay the most for a given share of the equity
in the firm).

Note that, according to financial theory, investors are only compensated for taking
systematic—or undiversifiable—risk. So, the theory goes, investors who had financed one
company that was working on drug-delivery technology involving inhalation (see the AIR
case discussed in Section IV below) could diversify away some of their risk by investing in
other inhalation drug-delivery technologies. Therefore, investors should not be compensated
for risk they can mitigate through diversification. However, in the case of private, venture
capital-type investments, it seems that investors do get rewarded for taking unsystematic
(business-specific) risk. Whether this is because the decision maker (venture capitalist)
cannot make enough “bets” in one investment pool to truly diversify away the unsystematic
risk, or because the market is inefficient and simply allows the venture capitalist to earn an
excess return, is not clear.

What then are the factors that would influence a potential investor’s perception of the risks
in a fledgling high-tech venture? These factors would include perceptions of the probability

* This subsection is authored by Michael Roberts, Senior Lecturer at the Harvard Business School, consultant to
the project.
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of losing the entire investment; the amount of that investment (especially relative to the size
of the pool of funds available for investment); and the level of uncertainty in the decision-
maker’'s mind regarding the accuracy of the above estimates. Presumably, entrepreneurs
themselves gauge risk in a similar manner, but include non-financial outcomes as well,
including any detrimental impact on their career, status or professional reputation.

Having assessed the level of risk in the prospective investment, the investor may be
unwilling to commit time or money to a venture either because the uncertainty seems too
high or too costly to reduce—the entrepreneur or investor may simply feel that “I'm never
going to be able to make a sound judgment about this"—or because the probability of losing
money, or the amount of money at risk, is simply not a match with the investor's or
entrepreneur’s risk profile.

Alternatively, even when a decision is made to commit time or money to a venture, a
perception of high risk results in a requirement for increased return, in the form of a higher
equity share in the proposed venture, or some other mechanism for receiving a preferred
return. In addition, investors seek to mitigate risk through some mechanism of control,
including board seats and other governance mechanisms (e.g., shareholder approval
required for issuance of new debt or equity securities).

Reward—or return—is the set of cash flows that accrue as the result of an investment. In
practice this typically occurs all at once, either upon the sale of the firm, or upon the
distribution of shares in the newly public firm to investors. Rarely does a start-up firm pay
out cash dividends to its investors over multiple years.

The most common measure of return for investors is IRR (Internal Rate of Return) which is a
function of the cash inflows and outflows, and the timing of these events.

The rewards for the entrepreneur are more complex, and—uwhile they undoubtedly include
financial returns—more personal dimensions also weigh heavily. Autonomy, control of one’s
destiny, the admiration of one’s professional peers, and personal satisfaction of creating an
enterprise are significant motivations.

Making Decisions: Weighing risk and reward>*

The formation of any new enterprise represents a belief about the risk and reward equation:
specifically, a belief that potential reward outweighs risk.

Investors and entrepreneurs simultaneously evaluate and attempt to manage the
reward/risk equation. That is, it is not sufficient merely to judge that “this venture is risky
because it will take a lot of money to get this technology to market.” That is an important
insight, but it leads immediately to the question of how the amount of money can be
reduced. Can the technological hurdles that lie between proof of principle and reduction to
practice be itemized and prioritized to minimize the likely expenditure of funds?

Once outside capital is raised, the primary lens through which risk and reward are
evaluated—and decisions are made—is a financial one. In financial terms one manages the
risk/reward equation by improving present value. This can be accomplished through several
strategies:

* This subsection is authored by Michael Roberts.
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e Obtaining more cash inflow at a given point in the future;

e Obtaining the same cash inflows, but sooner;

e Reducing the cash outflow (investment and cumulative operating losses);
¢ Making the same cash outflows (investments) but later;

e Reducing the risk (perceived uncertainty) of the cash inflows, thereby reducing the
discount rate.

Weighing technical risk and market risk

The general consensus among practitioners at the workshops was that technical risks are,
in general, more manageable than other sources of risk, in the sense that the research
process for dealing with them is understood. Venture capital investors such as David
Morgenthaler took the view that “Many of the good venture capital firms that we know... say
that they would rather take a technical risk than a market risk. | think that's partly because
we can evaluate technical risk better. To launch a fascinating technology out into a very
uncertain market is an interesting experience and it's usually cost me a good deal of money.”
Richard Burnes of Charles River Ventures agreed: “We love technical risk. When we find a
team that comes in where we see [technical] risk, typically we know where to get the people
who can execute on that risk.” Myers supported this view by noting that technical risks are
much more accessible to deterministic tools than are some of the market risks at an early-
stage in a new product innovation.

I1l. Institutional differences: Large, medium-size, and
new firms

| believe quite simply that the small company of the future will be as much of a
research organization as it is a manufacturing company, and that this new kind of
company is the frontier for the next generation.

—Edwin Land, founder of Polaroid (1944)

Large corporations and the role of research labs

There is a widely held view that very large firms address technical risk quite differently from
the way smaller firms or startups deal with it (see comments by Kent, McGroddy, Hartmann
and Myers). They typically are better placed than smaller firms to address technical risk;
they have corporate research laboratories with scientific staffs, superior access to capital,
and often a long record of having introduced innovations into the market. Furthermore they
are often more effective than smaller firms at incremental innovations and at process
innovation through which production costs are lowered. What they may lack is the incentive
to take significantly high risks in order to enter or create a new market. The problem is
simply that the revenue and profit in the first five years or so is likely to be insignificant in
the consolidated balance sheet. This reluctance is only ameliorated if the firm has a very
strong commitment to a technology-based growth strategy over a long term future, and
believes that internal innovation can compete with innovation by acquisition.
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Of sales totaling about $1.7 billion/year (including Fuji Xerox), the Xerox Corporation, for
example, spends about 6.5 percent on R&D each year. A fifth of this spending is on research
and advanced technology development, while about 80% goes to product development. At
Xerox, the management of these resources is a highly structured process. Sometimes a
single product can involve half a billion dollars in development. The paper by Hartmann and
Myers describes a sophisticated process for identifying sources of both technical and market
risk and attempting to quantify them. The higher the risk, the more value a good
quantification system would have, and of course, the more difficult it is to achieve. Their
conclusion is that even if the effort at risk quantification is not fully successful, the process
of attempting it has value in calling attention to key issues that must be managed.

James McGroddy (in his paper “Raising Mice in the Elephant’'s Cage”) observed that large,
established firms often fail to capture a significant share of the new opportunities in their
industry, especially when they enjoy a strong, defensible position in some key sector; as a
result they will lose market share to smaller, more agile enterprises. His explanation for this
observation focuses on the different style demanded of those who would defend a known
market with a set of loyal customers whose needs are well understood. This style he
characterizes as like playing chess. The game is complex, but the rules are understood and
the ability to look many moves ahead will be rewarded. Science-based innovation, on the
other hand, is more analogous to the game of poker. “This willingness to place small bets in
highly uncertain conditions, using intuition more than analysis, trusting one’s own
judgment, is an essential element of developing a strong early position in new areas of
opportunity.”

McGroddy observes that a large firm with deep technical roots has some advantages over the
startup with limited resources. A promising new technology can be incubated, perhaps for
several years, without the compulsion to move quickly to market. When the decision to
commercialize is made, the depth of understanding of the technology reduces substantially
the uncertainties surrounding the technical challenges. But when the time is right for the
project to be excubated—that is, made subject to external forces such as customer
feedback, competitive capabilities, market changes—the large firm too often finds it “safer”
to house the project with the structure of the existing business—the “elephant’s cage” of
McGroddy's title. Thus, technical risk takes the form of mismatch between the potential of
the technology and the opportunities in the market, rather than a question of endogenous
difficulties in the science and engineering. It is not surprising that in such firms there is
often quite a lot of tension between the creators and champions of a new technical concept
and the senior engineers and business executives who are responsible for executing the
product program with minimal risk to schedule and business success. Mid-size,
technologically specialized firms may suffer less from this tension.

Do dominant market leaders impede or facilitate the development of radical technologies? It
is conventional to believe radical product innovations are more likely to be found in small
firms, even in startups, a finding consistent with Shane’'s work. Large manufacturers such
as IBM, however, may well lead in process innovation, for productivity growth is crucial to
their corporate strategy. As Lewis Branscomb has noted, large companies’ alleged failure to
innovate has been attributed to many conflicting explanations: both too much long-term
focus and excessive concern with Wall Street’'s short-term focus; both a pace of development
that was too slow, and an unwillingness to show the patience to stick with a slowly
maturing new market; and so on. James Utterback looks at a broad set of radical
innovations, and finds that the majority were developed by technological challengers (not
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market leaders). * Rosenbloom cited a number of counter-examples at the June workshop:
the computer industry was started by IBM and Remington Rand, both established in
accounting machines; the tire industry was changed dramatically by Michelin with the
advent of the radial tire; integrated circuits were invented by Texas Instruments and
Fairchild, both of whom were market leaders in semiconductors at the time.

Medium-size corporations (suppliers)

There are many mid-size companies that provide subsystems, components or services to the
large original equipment manufacturers (OEMs). Many of these firms specialize in a core
technical area, leveraging this special knowledge by addressing products used in a wide
variety of markets. Lord Corporation, for example, specializes in technologies for controlling
vibration and noise in mechanical systems; it sells subsystems and specialty polymers into
many markets, from aviation, to auto assembly, to recreational vehicles. This business
model is referred to as a technology-defined business model.*® A senior executive of such a
firm may be the leader of the technical team creating innovation opportunities and at the
same time may have profit-and-loss responsibility with access to the company’s capital.
David Lewis plays such a role at Lord Corporation, as described in his paper in this report.
The dialog between innovator and investor is in this case quite intimate, since both roles are
played by a single individual. Often this will result in a greater capacity for understanding
and evaluating technical and business risks, even when they are dynamically changing.
David Lewis offered some observations regarding the relationship between the size of a
company and its strategy with respect to the management of technical risk. In a medium-
size company, he notes, the relationship between the technical team and the marketing
team is a close one: “the discussion is on a continual basis.” He emphasizes that “managing
and understanding the technical risks depends on how much you really know about the
total enterprise, not just the technical aspects. The more truly knowledgeable you are about
the market requirements and other downstream issues, the better you can assess and deal
with the technical risk.”

Startup firms

The superior efficiency of smaller firms in the R&D process apparently reflects the
superior quality of their technical personnel, greater cost consciousness, and better
understanding of the problem to be solved resulting from closer contact with the firm’s
operations and better communications.

Jacob Schmookler
Testimony before the Senate Subcommittee on Antitrust and Monopoly, 1965

The paper contributed to this report by Scott Shane demonstrates empirically that the
newly-created firm is a particularly appropriate institutional form within which to make
success of radical, science-based innovations. This might seem counter-intuitive since, as
noted above, large established firms typically have much more extensive technical resources
for reducing a radical technology to practice, while the startup is severely resource-
constrained, must put most of its energy into creating a business structure where none

% James Utterback, Mastering the Dynamics of Innovation : How Companies Can Seize Opportunities in the Face of
Technological Change (Boston: Harvard Business School Press, 1994).

* The technology-defined business model is contrasted with market, product and system-focused models in Lewis
M. Branscomb and Fumio Kodama, Japanese Innovation Strategy: Technical Support for Business Visions CSIA
Occasional Paper Series (Lanham MD: University Press of America 1993)
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existed before, and has very little latitude for falling behind the schedule of investment and
expected commercialization.

Shane finds that a new firm is more likely to be created to commercialize a new technology
in segmented markets with access to strong patent protection, and based on technologies
that are observable-in-use. But new firm creation is less likely in older technical fields
dependent on tacit knowledge where a dominant design characterizes the market and
complementary assets play a large role in business success. Thus the case of science-based
innovations that seek to create their own markets appear particularly strong candidates for
new firm creation. One may infer, then, that under these circumstances, a startup offers a
superior form for maximizing return in the face of all sources of risk.

The role of the university

The biotech industry was extensively nurtured by government-funded research. The Bayh-
Dole Act, which allows agencies to grant title to inventions made with government funds in
the universities that performed the work, helped to drive bio-tech industry’s growth.37 Small
companies were able to keep afloat with government money. These public research
investments led to a new allocation of technical risk between universities and other
institutions. Mark Chalek of the Beth Israel Deaconess Medical Center noted that university
technology transfer offices have become more professional, and while peer-review panels
have not changed their standards much, clinical researchers have more influence now than
they once did. To cite one example of the stimulus of university research to high-tech
innovation, Professor Robert Langer's 400 patents at MIT have reportedly created over 25
new companies.

Barry Eisenstein (Vice President, Office of Science and Technology, Beth Israel Deaconess
Medical Center) observed that the pharmaceutical industry has changed from a “chemical-
driven” approach focused on “working around previous patents” to a biological industry
based on innovation. Industry in this case has moved towards the university rather than
vice versa. Shane’s work, discussed above, is consistent: new firm creation has played a
large role in the commercialization of university biomedical research.

Universities have also provided fertile soil for new firms based on digital electronics and
computer networks, not so much because of their technical prowess as the low barriers to
entry for Internet-related businesses and the extraordinarily levels of capitalizations many
nascent business seem to have been able to attract. When combined with the impact of the
massive and consistent investments by government in university-based biology and
biomedical research, the impact has begun to change the culture of the research university.
This cultural change is reflected in the career ambitions of the students, who appear to be
prepared to forego the security of lifetime employment with a large, established firm in
return for the opportunity to test their entrepreneurial skills. Similarly, faculty who were
once content with consulting once a week are taking leave, or resigning their chairs to
exploit their inventions. Thus the gap between traditionally risk-averse university
community and the traditionally risk-prone business community appears to be closing.

Since government funding of university research, largely centered in NIH and NSF, is highly
responsive to the demand of the research faculties, any trend toward faculty desire to carry

" Because the passage of Bayh-Dole and the early growth of biotech firms were concurrent, it is difficult to assess
how important Bayh-Dole was in that growth. This is extensively investigated by David C. Mowery, Richard Nelson,
Bhaven N. Sampat, and Arvids A. Ziedonis, “The Effects of the Bayh Dole Act on U.S. University Research and
Technology Transfer,” in Branscomb, Kodama and Florida, eds. (1999), op cit.
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their research further toward proof of principle or even reduction to a practicable technology
is likely to be rewarded with a shift in the willingness of agencies to fund such work and of
peer review panels to give it support.

IV. How Startups Manage Risk: Lessons from Two Case
Studies™

The workshop examined two cases—the Advanced Inhalation Research (AIR) and Trexel
cases—written as part of a joint Harvard Business School-MIT/Sloan School initiative. >
The objective of the case studies was to describe the evolution of start-up technology-based
businesses and, in so doing, to better understand how entrepreneurs, and their financial
partners, perceive and manage technical risk.

Trexel was founded in 1982 by a scientist from MIT to exploit various plastics technologies.
After pursuing several different technologies over a twelve-year period, the company decided
to focus on MuCell, a microcellular plastic technology licensed from MIT. The process is
based on mixing a super-critical fluid with molten plastic under pressure. When the
pressure is released, microscopic air bubbles are introduced and “frozen” in the plastic, at
very uniform spacing and density. The technology offers the promise of reducing cost by
reducing the amount of plastic material required by many applications. The case describes
the new management team’s efforts to commercialize the technology, and the difficulties
encountered as they attempt to perfect the technology in various applications. The case also
describes the various rounds of “angel” financing that support the company, as well as
various types of partnerships and licensing arrangements between the firm and plastics
manufacturers.

AIR was founded to pursue a drug-delivery technology licensed from MIT. Its technology is
based on a large, light, porous particle which is manufactured from lactose and delivers
molecules of a drug into the lung. The particles are inhaled and—because they are large—
they offer more sustained release of the drug. The case describes the initial research carried
on at MIT and Penn State, and the early attempts to refine and commercialize the
technology. In addition, the case describes the venture-capital financing of the company, as
well as AIR’s early business development deals with pharmaceutical companies, which
generate both revenues and credibility for the firm.

AIR and Trexel are similar businesses in several ways. Each is attempting to exploit a
platform technology: a drug-delivery technology in the case of AIR, and a plastic foaming
technology in the case of Trexel. Both companies obtained a relatively small amount of
venture financing to advance the technology, and each aimed to work with partners to
develop, manufacture, and sell some products that flow from the technology. Thus, both
companies have engaged in a series of licensing deals with different companies for different
products. Both companies plan to use the proceeds from these licensing deals as a way of
“bootstrapping” their way towards the development of proprietary products themselves. Even
though they are both utilizing a licensing partnership strategy early on, neither wishes to be

* This chapter is authored by Michael Roberts.

* Trexel, Harvard Business School Case No. 9-899-101, by Michael J. Roberts and Matthew C. Lieb; and Advanced
Inhalation Research, Inc., Harvard Business School Case No. 9-899-292 by Michael J. Roberts and Diana Gardner.
Page references below in parentheses refer to these two cases. Copies of the case studies are available from the
Harvard Business School Publishing.
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wed to this strategy. Both companies want to capture the increased value—and
independence—that come from manufacturing and distributing their own products.

Obtaining more cash at a given point in the future

Both Trexel and AIR are focused on two kinds of future events: the manufacture of their own
proprietary products, and some liquidity event that will allow investors to recoup their cash.
Ultimately this could entail a public offering or the sale of the company. Each firm took
several steps to maximize the potential inflow of cash associated with each of these
possibilities. Each company limits the scope of specific development deals and agreements it
crafts with partners. AIR’s strategy, for example, was to make “molecule-specific deals” (p.
11 of the HBS case study). The company entered into an agreement in 1998 with “Beta
Pharmaceuticals” (a pseudonym) to conduct a feasibility study regarding systematic delivery
of a particular protein. This partnership was followed later the same year by two separate
agreements with two additional companies, each regarding specific protein molecules.

Trexel made deals that “offered exclusive use of [its] MuCell process for a specific product
application ... over a three to five-year period assuming the customer achieved production
levels sufficient to generate a minimum royalty payment and garner a minimum share of the
specific product market” (pp. 5-6). These terms were designed to insure that Trexel would
not be “stuck” with a partner who does not utilize the technology in the market.

Each company, by limiting the number and scope of licenses, retained the rights to all other
applications of the technology. AIR, for instance, was free to pursue inhalation drug delivery
for all drugs other than the specific protein molecules it had agreed to develop jointly with
its three partners. Trexel could continue to develop MuCell for any applications other than
those it had agreed to pursue under joint venture agreements. Thus, each maximizes the
amount of cash it may be able to generate from its own proprietary production. Moreover, by
maintaining this large pool of “options” to pursue the applications it has not licensed, each
company maximizes its potential value to an acquirer, or in a public offering of its own
stock.

Obtaining the same cash inflows, but sooner

Simply getting the same amount of cash—but sooner—improves present value and returns.
Of course, this is hard to do, but focusing on getting cash sooner is a common approach to
managing risk. Both Trexel and AIR accelerated the inflow of cash (relative to the scenario of
developing and distributing their own products) through licensing deals and partnerships.

Reducing cash outflows

In each case, the companies—and their backers—use several strategies to minimize cash
outflows. One strategy for reducing the investment required—and for delaying it until at
least some of the risks have been wrung out from the process—is to delay the formal start
of the firm. In both the Trexel and AIR cases, substantial work took place in the university
setting, with university research funding.

The venture capitalist who helped found AIR (McGuire) noted that he invested relatively little
money ($250,000) up-front, but maintained the option of investing additional funds (p. 2).
He also pointed out that cash from the company's corporate partnerships allowed the
business to minimize its ongoing funding requirements, and that this strategy continues to
offer these benefits, and minimize future dilution of shares (p. 2).
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Trexel's CEO employs a similar model, “bootstrapping” via development agreements and
using the money thus obtained to fund internal projects (p. 4). Here too, this approach
minimizes the equity financing required and thus minimizes dilution.

Thus, each company’s strategy is based—ifrom the very beginning—on one explicit
approach to trading off risk and reward: during the earliest pha